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Multi-model ensemble combination (MMEC) has become an accepted technique to
improve probabilistic forecasts at short to long-range time scales. The success of
MMEC has been demonstrated in many studies. MMEC techniques typically widen
ensemble spread, thus improving the dispersion characteristics and the reliability of
the forecasts (which often tend to be overconfident and hence unreliable). This raises
the question as to whether the same effect could be achieved in a cheaper way by sim-
ply inflating single model ensemble forecasts such that they become reliable. In this
study the “climate conserving recalibration” (CCR) technique will be introduced and
compared to MMEC techniques.

With a simple conceptual toy model we show that both CCR and MMEC successfully
improve forecast reliability. The difference between these two methods is that CCR
inevitably “dilutes” the potentially predictive signal, while with MMEC the signal is
fully retained - at least if an “ideal” multi-model setup is considered (i.e. if an infinite
number of models is combined and if the model errors are independent). Therefore,
from a conceptual point of view, MMEC is to be preferred.

Unfortunately, real multi-models are not “ideal”: firstly, the number of participating
single models is usually finite, and secondly, the model errors are not fully indepen-
dent. Consequently, in a real forecasting setting, CCR is more efficient in improving
reliability than MMEC, as will be shown with seasonal forecast data from the DEME-
TER / ENSEMBLES database. The adverse effect of signal dilution due to the recal-
ibration, on the other hand, is a function of the signal strength itself and is therefore
only visible in a few high-skill regions. Indeed, it turns out that single models, if recal-



ibrated using CCR, can on average have comparable skill as multi-model ensembles,
depending on the skill metric applied and its sensitivity on reliability. The implications
of these findings, particularly for an operational prediction context, will be discussed.



