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When constructing a probability forecast from a Monte Carlo sample of ensemble
members, one usually attempts to construct a continuous probability density function
or assign probabilities to each of a finite set of "bins". To reach that objective, one is
faced with several choices including (i) to fit the parameters of a candidate distribution
(say, a Gaussian) to the ensemble members, (ii) to apply a kernel to each ensemble
member or (iii) to interpret the joint distribution of ensemble members as a whole. The
performance of kernel dressing is compared with that of distribution fitting, restricting
attention to the case where the ensemble members and the verification are drawn from
the same generating distribution while noting that, nothing guaranties this generating
distribution will have the form of the candidate distribution. Both Gaussian and non-
Gaussian generating distributions are considered in terms of their ignorance scores
(Good, 1952, Broecker and Smith, 2007). For small ensemble sizes fitting a Gaussian
distribution can be inferior to kernel dressing even if the generating distribution is in
fact Gaussian. We consider the conjecture that, for small ensembles, non-Gaussian
candidate distributions can out-perform fitting a Gaussian even when the generating
distribution is in fact Gaussian (Jewson and Penzer, 2004). In the Gaussian case as the
ensemble size increases, relative performance between kernel dressing and Gaussian
fitting becomes comparable; in cases with even slight deviations from Gaussianity,
however, the Gaussian fit is again found to be inferior. These claims are quantified,
and it is suggested that they result from the occasional, but expected, appearance of
low probability draws in the forecast-verification archive. These results carry over
to the case of forecasting discrete probabilities when the number of bins is large.
The case of only a ’few’ bins differs, whether the target bins be of equal probability
(terciles, quartiles, etc.) or equal width; both referred to hereafter as ’few-tiles’. For



various candidate distributions it is demonstrated that, in the case of ’few-tiles’ for the
generating distributions considered, kernel dressing again systematically outperforms
the other methods investigated.
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