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Model uncertainty is often seen equivalent to its parameters’ uncertainty, or to the
input data uncertainty. In this paper, Uncertainty is treated as the probability distribu-
tion of the output model errors. A method for estimating model prediction uncertainty
using neural networks and fuzzy logic is presented. The direct analytical estimation
of the probability distribution of the model errors is often impossible; in a simplified
setting it can be expressed it in the form of its quantiles, or prediction limits (interval)
of the model prediction. Such expression of uncertainty comprises all types of uncer-
tainty (model structure, model parameters and data). The idea is to partition the model
input space into different zones or clusters having similar values of model errors. This
is done by (a) building a data matrix (training set) by combining (some of the) histori-
cal model inputs and corresponding model error; (b) partitioning this training set using
fuzzy c-means clustering, and identifying the corresponding regions of input space to
the clusters.

The prediction interval is constructed for each cluster and propagated from each clus-
ter to the examples according to their (fuzzy) membership in each cluster. Using fuzzy
logic makes it possible to maintain proximity of the prediction intervals of the exam-
ples that are close in input space.

On the basis of in-sample data using computed prediction limits as targets a regres-
sion numerical prediction model (ANN) is built for, and, finally, this model is applied
to estimate the prediction intervals (limits) for out-of-sample data. The method was
applied to estimate uncertainty of a hydrologic forecasting model. Results show that
the method is superior to other methods estimating the prediction interval.


